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s Trust
» Non-Computational Trust Models
» Computational Trust Models in MAS

» Comprehensive View of Computational Trust in MAS
@ Trust Input Factors
@ Trust Decision
@2 Opinions

» Reputation
» Shared Voice / Shared Image
» Agreements
» Reputation mechanisms

10.12.2010 1st PhD Research Report — Andreea Urzica 2



» Context:
@ uncertain situations
@ a potential interaction partner
@ negative consequences are possible

@ Trustis:
@ asubjective probability
@ an expectation
@ adependence

@ Features:

@ asymmetrical
dynamic (follows the behavior of the target)
non monotonic
fragile [15] (hard to gain, easy to lose)
context-dependent
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» Allows performance evaluation of the
Interaction partners

» A social control method
» to well behave in a community-established context

. An important factor in building Trust

» Representation :

s binary / continous/ fuzzy / richer semantics — multicriteria
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Non-Comp Trust Models

@ Social scientists [14]
@ Interpersonal trust
@ System trust
@ Dispositional trust

@ The trust model proposed by Marsh, S. [13]
@ Basic Trust
@ General Trust
@ Situational Trust

@ The trust model proposed by Castelfranchi, C. and Falcone, R. [s]
Competence belief

Predictability / disposition belief

Fulfillment belief

Willingness belief

Persistence belief

Self confidence belief
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Computational Models

@ Abdul Rahman and Hailes [1]

@ uses fuzzy values
@ 4 degrees of trust: vu, u, t, vt
@ each pair (partner, context) is assigned an array [Nvu, Nu, Nt, Nvt ]

s Sen,S.[20]
@ proposes a learned trust function to resist both
individual and concerted deceptions from selfish agents
by using a probabilistic reciprocity mechanism

| good seller |
s REGRET [18] W
a Uses 3 knowledge bases: [ deivery date [ product prize ] [ product qualty ]
@ previous direct experiences
@ information from other agents
@ social structure Figure 1: An ontological structure.

@ modular structure -> adapts to diff degrees of knowledge

@ introduces an ontological structure -> allows combining values of sub-
features to obtain the trust value for the super-feature.
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Comprehensive View
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S Trust Input Factors

» Previous interactions

» Base value

» Role information / Social structure

» Stereotypes

» Perceived competence

» Third party information

» Trust certificates

» The importance of the situation

» Risk evaluation (probability / impact)
» Trustin the norm enforcement (within organization)
» Reputation
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S Reliability (of input factors)

. Number of interactions 1221, 181, 71

» Recency

» Membership to a certain group

. Lying probability (checked by “challenges”) .y
» Reputation as information provider

. In case of trust transitivity — a semantic
distance 1

. Fixed policy
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S The ForTrust Project

» Partners

s Institut de Recherche en Informatique de Toulouse (IRIT)

s Ecole des Mines de Saint-Etienne - Centre Génie Industriel et
Informatique (EMSE - G21)

» Institute of Cognitive Sciences and Technologies (ISTC)

» Software Application

» An automatic classifier of Wikipedia contributions
» Based on Castelfranchi et al. Social Trust Theory

» Assists human patrollers by highlighting the most urgent
edits to be reviewed
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ForTrust demonstrator

New Wikipgdi? modification

— \\ — > Agent N

Agent 1 Agent 2

Patroller

DataBasi
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S Wikipedia Classifier

New Wikipgdi? modification
\ > Agent N

Agent 2

Opinion Repository
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Exchanged Messages
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%) Aggregation Function Selector

 Agent and Artifacts Paradigm

e Artifact Operations:
— Create DataBase ()
— Add Entry (opinion)
— Extract Trust Value (target)

e Observable Properties
— Priority Class (i.e. “Good”, “Bad”, “Needy”)
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S Aggregation Functions Features

» Trustis hard to gain easy to lose

» Information Aging

L

» Behaviour Stability

WJ’H‘T'H'T‘H"J’H"‘H"‘H"J’HTHTH\
M‘ﬂhr’ﬂﬁﬁmvﬁn’ﬁmv@vmx
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S Examples of Aggregation Fct

Tiyi=aTl;+ (1—a)Xiq

» Weighted mean:

. _ 1_
. Geometric mean: Tiv1 = T XXty
. 1
. Harmonic mean: livi= 74

_I_

Ti Xi+1
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Aggregation functions
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Conclusions

. The present research report:

10.12.2010

identifies the most relevant features of the trust
and reputation models found in the literature

Offers a model for describing and interconnecting
computational trust and reputation concepts

Uses the proposed model to extend the
functionality of the ForTrust project

Evaluates the proposed solution
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Shared Voice / Shared Image

o Image = the genuine opinion towards a target w.r.t a given
context of evaluation

o Shared Image = the belief of an agent that a perfectly
identified set of entities have as belief a
certain Evaluation towards a target

@ Voice = report on reputation
e.g. : It IS SAID that John is good at playing soccer

o Voice = (content, Gossiper, Recipient)

e Shared Voice = the certainty that a perfectly identified set of
entities have informed to acknowledge
the existence of a Voice

@ Reputation = a generalization and loss of reference of the
Shared Voice [19] [16]
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Agreements

» “We say that j haseputation in group | to dax w.r.t. ¢, in the
circumstances if and only if:

» group | has the potential gag@in the circumstancas

» Itis public for the group I that always, if eveagent in | want® to be
true andk holds, the

» | will be capable to da;
s |, by doinga, will ensureg; and
o jwill intend to doa.” [10]

o A reputation-based agreement = theconsensusreached in the reputation
opinions space sent by a set of agents aboutiaydartsituationg]

10.12.2010 1st PhD Research Report — Andreea Urzica 24



Agreement Properties

e Areputation-based agreement, m, is 1

1. complete iff all agents participating to the
organisation, at time t, contribue to reach
that agreement

2. a—consistent iff the rep values of nt differs,
at most, o from the rep values sent by every
agent that contributed to reach that
agreement

3. full iff itis complete and O — consistent
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Reputation Model

-
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9 Opinions
Opinion = evaluation of interaction output

» Associated to the situation (the context in which the
interaction took place) [23], [9], [6], [2]

» May be:
» binary / continous / fuzzy [1]
» multi-criteria
» stored in the local history module
» given back to the system (as feedback)
s anonymously
» signed by the evaluator
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