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OECD definition of AI (Nov 2023 update)

An AI system is a machine-based system that,
• for explicit or implicit objectives, infers,

- from the input it receives,
• how to generate outputs such as

- predictions, 
- content,
- recommendations, or 
- decisions 

     that can influence physical or virtual environments.
Different AI systems vary in their levels of autonomy and 
adaptiveness after deployment.

Input

Output

Objective
Model 

inference

Unlike human-defined rule-based 
systems, AI systems have a degree 

of autonomy regarding how to 
accomplish their task.

Other key issues: general-purpose AI, high-risk classification, 
open source, responsibilities along value chain
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Researchers have a critical role 
to make AI more responsible

§ By weighing in on regulation and policy
§ By guiding practices at our organisations
§ By advancing AI research in more 

responsible directions
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What could go wrong?

Biases in automated CV screening

Discrimination in personalised offers

Unfair call centre performance management

Chatbot leaking sensitive information

Privacy-violating tracking of employee wellbeing

Automated vulnerability discovery and 
exploitation
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The AI Act will not magically save us …

[arXiv:2305.02231]
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Human values, 
rights & privacy

Fairness & non-
discrimination Data governance Safety & security Transparency & 

explainability
Human oversight 

& control

Responsible AI principles at Telenor

Responsible AI 
principles

Playbooks 
& tools

Raising standards 
with partners

Safeguarding
customers 
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Green AI Human-
centric AI

Trustworthy AI Adaptive AI

Healthcare Energy Manufacturing Space

Horizon Europe project
30 partners in 18 countries

Join us through open calls: enfield-project.eu
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ENFIELD projects at Telenor

Green AI

Review of environmental benefits 
and harms of AI
• Tertiary review on sustainability 

throughout AI lifecycle
• With consortium partners

Framework for Green AI practices 
(Open Call TES1)
• Development of AI sustainability 

metrics framework for ASR
• Maria Ulan (RISE), with SINTEF

Green generative language 
models [Open Call TES3?]
• Looking into energy efficiency of fine-

tuning, prompting  and in-context 
learning techniques

Human-centric AI

User trust in AI
• Broad survey study of Telenor 

employees’ current work practices, 
perceptions and attitudes towards AI

• Focus on understanding trust drivers, 
how trust levels impact the adoption 
and use of AI, and the potential of 
explainable AI

User perspectives on XAI [Open 
Call TES2]
• Empirical investigation of trust 

calibration and user preferences for 
explainability features in impactful AI-
assisted decision-making tasks in a 
corporate environment with technical 
workers

Trustworthy AI

Security and robustness of AI 
systems [Open Call TES2]
• Interest in improving LLM reliability 

and security, particularly defences 
against adversarial attacks

• Also exploring uncertainty 
quantification techniques (including 
conformal prediction) to make 
timeseries modelling more robust

Status 
November 2024
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Motivations

Telenor launched a broad AI-first 
strategy in 2023. 
There is a lack of concrete empirical 
studies focusing on the specific trust 
dynamics in AI adoption and the impact 
of explainable AI on impactful tasks in 
corporate environments. 

ENFIELD Human-centric AI at Telenor

Sensitivity: Internal

Human values, 
rights & privacy

Fairness & non-
discrimination
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Prior research:
Trust in AI-enabled systems

Paper: A Systematic Literature Review of User Trust in AI-Enabled Systems: An HCI Perspective (Bach et al., 2024)
• Synthesises 23 empirical studies to provide insights into future AI design strategies

Main findings: 
• The definition of user trust needs to be adapted to the specific context

• Often building on ABI model of organisational trust: key trustee characteristics are ability 
(knowledge and skills), benevolence (concern for others), and integrity (ethical/moral principles)

• “The willingness of a party to be vulnerable to the actions of another party based on the expectation that the 
other will perform a particular action important to the trustor, irrespective of the ability to monitor or control 
that other party.” (Mayer et al., 1995)

• Key factors influencing user trust:
• Socio-ethical considerations (e.g., fairness, data protection, accountability)
• Technical and design features (e.g., transparency, explainability, reliability)
• User characteristics (e.g., prior experience, cognitive load, involvement in development)

User trust in AI
• Broad survey study of Telenor employees’ 

current work practices, perceptions and 
attitudes towards AI

• Focus on understanding trust drivers, how 
trust levels impact the adoption and use of 
AI, and the potential of explainable AI
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Prior research:
Impact of explainability

AI in decision making
• Ubiquity in tasks requiring accuracy; yet, limited by stochastic nature and biases
• Enhances human decisions in high-stakes fields (e.g., healthcare, critical infrastructure)

Trust and understanding: human-centric AI
• Essential to know AI system’s limitations and mentally model error boundaries (Bansal et al., 2019)
• Trust in AI needs calibration, e.g., supported by transparency and explanations (Ribeiro et al., 2016)

Empirical studies and trust calibration
• Case-specific information like confidence scores and local explanations can theoretically support better 

decision outcomes, but require empirical testing to validate effectiveness
• Studies reveal mixed effects of transparency/explainability on trust in AI, depending strongly on the setup

• Trust calibration is insufficient to improve accuracy of AI-assisted decisions, it also depends on 
complementarity of the user’s knowledge (Zhang et al., 2020)

• What happens in a scenario where domain experts need to make impactful decisions?

User perspectives on XAI [Open Call 
TES2]
• Empirical investigation of trust calibration 

and user preferences for explainability 
features in impactful AI-assisted decision-
making tasks in a corporate environment 
with technical workers
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Reinforcement learning
for network energy optimisation

Morphing between situations demonstrates 
dynamic capabilities of the agent
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Reinforcement learning
for network energy optimisation
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Researchers have a critical role 
to make AI more responsible!

§ By weighing in on regulation and policy
§ By guiding practices at our organisations
§ By advancing AI research in more 

responsible directions


