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1. Context

Recognizing human activities has been an important research topic which has generated
significant interest throughout the years. Understanding what the user is doing is the first
prerequisite when building a system intended to assist  him. It  allows building knowledge
about when to activate certain actuators in the environment, when to interact with the user,
what are the most probable next inputs of the user or even for detecting dangerous situation
(e.g. the user tripped and fell).

Using video cameras to capture RGB data has been a common way of recognizing activities
[1, 2, 3, 4]. For scenarios where the imaging sensors requires to be more robust, depth
cameras have been used and the activity recognition task is performed using RGBD data
directly [5, 6, 7] or by using the extracted human skeleton [8, 9, 10, 11].

Although they perform well  and state of  the art  methods yield good results,  most  of the
previous work has been based on scenarios with several fixed assumptions. Most of them
are  usually  single-user but  that  is  not  always  the  case,  especially  in  more  social
environments. Moreover, most of the solutions that do tackle situations with multiple users
do so by considering only joint actions (e.g. shaking hands, hugging). In general, only fixed
cameras are considered and these are usually mounted on walls or on higher poles. Since
the cameras are fixed then the implication is that the user must perform his entire action in
front  of  the  camera such  that  the  action  is  always  fully  performed in  view.  This  set  of
conditions does limit the number of scenarios where previously described methods may be
deployed.

In our approach, we consider a robotic platform consisting of a either a humanoid robot 1 or a
mobile manipulator robot 2 which are equipped with both RGB and depth imaging sensors.
The task of performing activity recognition for the users in the robot’s environment presents
us with several challenges that need to be addressed:

 the robot is generally deployed in multi-user scenarios
 when analyzing the input data we must consider egomotion
 the robot should try to keep in focus the activity of a user even if this means moving

the camera or event itself around
 training data from the particular viewpoints that the robots have is limited

Starting from the challenges described above and from previous work, including research
resources on activity recognition from a robot perspective [12, 13, 14] we will implement a
pipeline adapted for the ROS framework 3.



                           
  

2. Objectives

Our  objective  is  to  obtain  a  robust,  state-of-the-art  ROS pipeline  for  performing  human
activity recognition using RGB/RGB-D data from the robot-mounted cameras. At the end of
our research we must make ROS topics available and compatible for integrating in larger
projects.

The project has several high-level tasks that need to be done in order to successfully finalize
the project:

 State of the Art study
 get up to speed with Computer Vision techniques related to the topic (mostly

Deep Learning)
 split research based RGB and depth based methods
 compile a general overview of available research on the topic
 compile a more in-depth analysis of the most interesting work

 Gathering and analyzing available datasets
 search and provide a general overview on popular datasets on the topic
 identify resources more tailored to our specific needs
 investigate possibility to combine data from multiple sources

 Implementing the training pipeline
 get acquainted with PyTorch 4

 implement data preprocessors, data loaders and augmentation methods
 implement the actual training pipeline in PyTorch

 Testing baselines
 use or adapt previous research in order to build a baseline

 Implementing the processing pipeline
 get acquainted with ROS
 implement topics based on available algorithms
 integrate topics within a larger project
 test integrations on live robots

 Exploratory prototyping
 search for architectures or techniques that improve the baselines
 test viability of prototype on live robot conditions

These tasks correspond, more or less, to the project’s milestones. Keep in mind, many of the
tasks are parallelizable and this will be fully exploited when managing the project.

The  proposed  work  is  based  on  active  projects  running  in  the  laboratory  and  their
contributions will  be added to these projects.  The projects  require teamwork and we do
adopt several project management tools and procedures in order to coordinate.



                           
  

3. Required and Learned Skills

Requirements
 should be comfortable with Python
 ML knowledge is appreciated
 proactive mindset
 open for working in teams

Skills learned:
 working with PyTorch
 working with ROS
 implementing and testing a machine learning algorithms
 implementing a ROS pipeline on a live robot

1 https://www.softbankrobotics.com/emea/en/robots/pepper
2 http://tiago.pal-robotics.com/
3 http://www.ros.org/ 
4 https://pytorch.org/ 
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