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1 Explainable deep learning for video recognition tasks
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Description

Most state-of-the art solutions [1} |7, 4, 8] that have been proposed so far for the chosen tasks are black-box
approaches. These are based on a neural network that predicts an unintentional result, and it is very
difficult to find explanations for the critical cases where the predicted results are wrong. A deep neural
network that learns millions of parameters and may be regularised by techniques like batch normalisation
and dropouts is quite incomprehensible. Given that the problem of recognising human actions is a problem
of classifying a temporal sequence, classical solutions that use deep learning are made up of two parts:
feature extraction — transforming the input feature space into a different representation; and optimisation
— searching for a decision boundary to separate the classes in that representation space. The goal in this
context is to extend these approaches by adding an additional step in which the neural network learns to
explain the predicted outcome by providing arguments to validate the network’s decision. The reasons
why it would be important to add a capability of explanation to a model that recognises human action are
not limited to user rights and acceptance. This explicability property is also fundamental for people who
design, implement and test the system to enhance system robustness and enable diagnostics to prevent
bias, unfairness and discrimination, as well as to increase trust by all users in why and how decisions
are made.
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2 Temporal convolutional neural networks for sequence modelling
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Description

Sequence-to-sequence learning is about training models to convert sequences from one domain to sequences
in another domain. There are multiple ways to handle this task, either using RNNs or using TCNs with 1D
convnets and this project will focus on the TCN-based approach. In general, input sequences and output
sequences have different lengths and the entire input sequence is required in order to start predicting the
target. But not all the information that makes up this sequence is equally important, we want to extract
information taking into account the importance of each component. In the original TCN paper [1], the
authors conduct a systematic evaluation of generic convolutional and recurrent networks for sequence
modeling. Unlike in RNNs where the predictions for later time-steps must wait for their predecessors
to complete, convolutions can be done in parallel since the same filter is used in each layer. Therefore,
in both training and evaluation, a long input sequence can be processed as a whole in TCN, instead of
sequentially as in RNN. A TCN can change its receptive field size in multiple ways. For instance, stacking
more dilated (causal) convolutional layers, using larger dilation factors, or increasing the filter size are all
viable options (with possibly different interpretations). TCNs thus afford better control of the model’s
memory size, and are easy to adapt to different domains. The purpose of this project is to analyze the
results that can be obtained by an architecture that contains TCN type layers for a sequence modelling
problem, by highlighting all the characteristics listed above.
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